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Abstract—This paper presents a Gaussian Process (GP) based Bayesian method that takes into account the effect of additive noise on the scheduling variables for identification of linear parameter-varying (LPV) models in input-output form. The proposed method approximates the noise-free coefficient functions by a local linear expansion on the observed scheduling variables. Therefore, additive noise on the scheduling variables is reconstructed as a corrective term added to the output noise that is proportional to the squared gradient obtained from the posterior of the Gaussian Process. An iterative procedure is given so that the obtained solution converges to the best estimation of the coefficient functions according to the given measure of fitness. Moreover, the expectation and covariance functions estimated by GP are modified for the noisy scheduling variable case to include the noise contribution on the estimated expectation and covariance functions. The model training procedure identifies noise level in the measurements including outputs and scheduling variables by estimating the noise variances, as well as other defined hyperparameters. Finally, the performance of the proposed method is compared to the standard GP approach through a numerical example.

I. INTRODUCTION

Most of the existing methods for model identification of linear parameter-varying (LPV) systems consider the scheduling variables to be noise free. However, the presence of uncertainty, i.e., noise, in the measured data including the scheduling variables is inevitable and can lead to an inaccurate model identification. Hence, the precise knowledge of scheduling variables in the presence of uncertainties is a critical issue in both LPV model identification and LPV control design.

Several identification methods have been recently proposed to cope with noisy scheduling variables corresponding to the so-called error-in-variables problem in the context of linear time-invariant (LTI) systems [1]. Unlike the LTI framework, nonlinear dependency of the linear parameter-varying LPV model coefficients on the scheduling variables is considered to be the main source of complexity in coping with the noise corrupted scheduling variables. There are very few works examining the model identification of LPV systems considering noise corrupted scheduling variables. The previous approaches of [4], [5] have focused on the identification of LPV input/output (LPV-IO) models using set-membership and instrumental variable (IV) based methods. More specifically, a convex relaxation approach is proposed in [5] under the assumption that all the noisy observations including outputs and scheduling variables are bounded. Moreover, the IV-based method presented in [4] is capable of coping with noisy scheduling variables assuming that the instrument is uncorrelated with the scheduling variable noise and the scheduling dependency is linear. More recently, a bias-corrected, IV-based method has been developed for the identification of LPV models from noise corrupted measurements of the outputs and the scheduling variables [6]. While, the recent works have offered significant improvement for the identification of LPV systems, they, however, have assumed that the dependency on the scheduling variables is a priori known. The present work introduces a Bayesian-based approach assuming a priori unknown dependency, only characterized in terms of a prior distribution, on the noise corrupted scheduling variables. The Bayesian-based approaches provide a rich variety of a priori kernels that can effectively characterize such distributions and hence identify structural characteristics of the systems under study [7]. The Bayesian formulation is based on the expression of the beliefs about the prior information or measurements through specification of a priori knowledge before observing new data. In this paper, an extension of one of such approaches, namely a Gaussian Process (GP) based approach is formulated to identify the dependency of LPV model coefficients on the scheduling variables while they are corrupted with a Gaussian noise process.

Throughout this paper, notation $A \odot B$ is used to represent the Hadamard product of the matrices A and B of the same dimension such that $[A \odot B]_{ij} = [A]_{ij} \cdot [B]_{ij}$. In addition, $I_N$, $\mathbb{R}$, $\mathbb{Z}$ and $\mathbb{R}^n$ denote the $N \times N$ identity matrix, the set of real numbers, the set of integer numbers and the set of $n$-dimensional vector space with real elements, respectively, and $(\cdot)^\top$ represents the transpose of the associated vector or matrix.

The rest of the paper is organized as follows. Section II describes the LPV model formulation. Section III explains the principles of Gaussian processes and the corresponding Bayesian identification framework. The formulation of the error in the scheduling variables problem is given in Section IV. Finally, simulation results are shown in Section VI, and concluding remarks are provided in Section VII.
II. LPV INPUT-OUTPUT MODELS

We consider a single-input single-output (SISO) linear parameter-varying (LPV) system defined in the auto-regressive form with exogenous input (ARX) as

\[ y(k) = - \sum_{i=1}^{n_u} a_i(p(k)) y(k-i) + \sum_{i=0}^{n_l} b_i(p(k)) u(k-i) + e(k), \]

where \( k \in \mathbb{Z} \) denotes the discrete time, \( y : \mathbb{Z} \to \mathbb{R} \) is the system output and \( u : \mathbb{Z} \to \mathbb{R} \) is the system input. Also, \( p : \mathbb{Z} \to \mathbb{P} \) is the so-called scheduling variable with \( \mathbb{P} \subseteq \mathbb{R}^{np} \) and \( e(k) \) is an independent and identically distributed (i.i.d.) white stochastic noise process that is independent of \( u \) and \( p \). The coefficients \( a_i(p(k)), b_i(p(k)) \) are assumed to be bounded possibly nonlinear functions over \( \mathbb{P} \) that fully characterize the LPV model (1). To estimate the structure of the model coefficient functions usually requires the parametrization of \( a_i \) and \( b_i \) in terms of a priori known basis functions. To avoid difficulties arising from an inappropriate selection of the basis functions, nonparametric approaches have been proposed in the literature [8]. This can favor the LPV modeling of time-varying or nonlinear systems specially in case of the dynamic dependencies of the model coefficients on the scheduling variables, i.e., dependence on \( p(k), p(k-1), \ldots \).

Both parametric and nonparametric approaches for LPV model identification aim at describing the underlying dependencies of the model coefficients on the scheduling variables. However, often only a measured version of \( p(k) \) is available, polluted by noise. As a result, estimation of the dependencies of the coefficients on the scheduling variables often leads to bias of the estimated coefficient functions, referred to as an error-in-variables problem. The present work is an effort to identify and compensate for the error in the scheduling
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where $\varepsilon_p \sim N(0, \Sigma_p)$ is a white Gaussian noise that is independent of $u$ and $e$. $p$ is the noise-free scheduling variable that actually affects the underlying system. To simplify the notation, $p_k$ is used instead of $p(k)$. It is assumed that the scheduling variables are independently corrupted by noise, and hence the noise variance $\Sigma_p$ is a diagonal matrix. In the LPV model (5), the coefficients are functions of the noisy scheduling variables and calculating the posterior distribution is intractable using the standard GP framework. We employ the first order approximation of the model coefficients obtained using Taylor’s series expansion on the observed data as

$$g_i(\hat{p}_k - \varepsilon_p(k)) \approx g_i(\hat{p}_k) - \varepsilon_p^T \frac{\partial g_i(\hat{p}_k)}{\partial p} + \cdots. \quad (11)$$

Since the derivative of a Gaussian process is itself another Gaussian process [10], the previous assumptions still hold true for the Taylor’s expansion of the coefficients. However, one might argue that these functions are not available and need to be identified, which will be later examined in this section. Approximation in (11) gives a good estimation of the effect of scheduling variables noise on the function evaluation. We note that additional terms can also be kept beyond the affine approximation in (11) at the expense of more complexity eventually leading to a much higher computational load. Substituting (11) into (5) and considering the derivative of the expectation (mean) of the LPV model coefficients obtained by Gaussian process, we have

$$y(k) = \sum_{i=1}^{n_g} g_i(\hat{p}_k)x_i(k) - \sum_{i=1}^{n_g} \varepsilon_p^T \frac{\partial g_i(\hat{p}_k)}{\partial p} x_i(k) + e(k), \quad (12)$$

where $\hat{g}_i(\hat{p}_k)$ represents the mean value of the LPV model coefficients at an observed scheduling variable. The obtained heteroscedastic model considers the errors in both noisy output and noisy scheduling variables. Hence, the new error term can be considered as

$$\hat{e}(k) = - \sum_{i=1}^{n_g} \varepsilon_p^T \frac{\partial \hat{g}_i(\hat{p}_k)}{\partial p} x_i(k) + e(k) \quad (13)$$

According to (12) and (13), the probability of the output $y$ given the functions $g_i, i = 1, \ldots, n_g$, and data set $D = \{\hat{p}(k), y(k), u(k)\}_{k=1}^{n}$ can be obtained as

$$P(y | (g, D)) = \mathcal{N}(E(y), \sum_{i=1}^{n_g} x_i(m) \frac{\partial \hat{g}_i(\hat{p}_m)}{\partial p} \frac{\partial \hat{g}_i(\hat{p}_m)}{\partial p} x_i(n) + \sigma_e^2), \quad (14)$$

$$E(y) = \sum_{i=1}^{n_g} \hat{g}_i(\hat{p}_k)x_i(k). \quad (15)$$

This can be seen as an equivalent formulation to considering the given scheduling variables as deterministic and adding a corrective term to the output error term. To obtain the posterior distribution, the prior is considered as the standard GP (6)

$$P(g_i(p_k|x_i(k)|D) = \mathcal{N}(0, \mathcal{K}(D, D)), \quad (16)$$

where $\mathcal{K}(D, D)$ is the $N \times N$ symmetric covariance matrix defined as

$$\mathcal{K}(D_m, D_n) = \sum_{i=1}^{n_g} x_i(m)k^i(\hat{p}_m, \hat{p}_n)x_i(n), \quad (17)$$

$$k^i(\hat{p}_m, \hat{p}_n) = \lambda_i \exp \left( (\hat{p}_m - \hat{p}_n)^T \mathcal{W}_i^{-1}(\hat{p}_m - \hat{p}_n) \right), \quad (18)$$

where $\mathcal{W}_i$ is the diagonal matrix of characteristic length-scale, and $\lambda_i$ is a positive scalar factor representing the value of the covariance function when $\hat{p}_m$ and $\hat{p}_n$ are very close. Using the (approximation) LPV model in (12), the gradient term can be considered as a secondary error term to compensate for the error in the scheduling variables and its effect on the output. Hence, similar to the variance of the output error, only the elements on the diagonal are kept for calculating the joint covariance matrix. The associated diagonal matrix is defined as

$$Q_i(n, n) = x_i(n) \frac{\partial \hat{g}_i(\hat{p}_n)}{\partial p} \frac{\partial \hat{g}_i(\hat{p}_n)}{\partial p} x_i(n), \quad (19)$$

for $n = 1, \ldots, N$. The calculated probabilities (14) and (16) are combined to obtain the following posterior distribution

$$[y | g_i(P^*)] = \mathcal{N} \left( 0, \left[ \mathcal{K}(D, D) + \sigma_e^2 I_N + Q \right]^{-1} \mathcal{K}(D, P^*) \right), \quad (20)$$

where $P^* = \hat{p}_i^*$, $i = 1, \ldots, N_s$, is a test point and $\mathcal{K}(D, P^*)$ is defined as follows

$$\mathcal{K}(P^*, D) = \mathcal{K}(D, P^*) = \begin{bmatrix} x_i(1)k^i(\hat{p}_1, P^*) \\ x_i(2)k^i(\hat{p}_2, P^*) \\ \vdots \\ x_i(N)k^i(\hat{p}_N, P^*) \end{bmatrix}, \quad (21)$$

and $Q$ is the $N \times N$ matrix of the derivatives calculated as

$$Q = \sum_{i=1}^{n_g} Q_i, \quad (22)$$

and $	ext{Cov}(g_i(p_m), g_i(p_n)) = k^i(\hat{p}_m, \hat{p}_n)$ is the covariance or kernel function given by (18). According to (20), the posterior mean and covariance are obtained as

$$\mathcal{E}(g_i(P^*)|D, P^*) = \mathcal{K}(P^*, D) \left[ \mathcal{K}(D, D) + \sigma_e^2 I_N + Q \right]^{-1} \mathcal{K}(P^*, D), \quad (23)$$

and $	ext{Cov}(g_i(p^*)|p^*) = k^i(P^*, P^*) - \mathcal{K}(P^*, D) \left[ \mathcal{K}(D, D) + \sigma_e^2 I_N + Q \right]^{-1} \mathcal{K}(D, P^*)$, \quad (24)

where $\mathcal{Y} = [y(1), y(2), \ldots, y(N)]^T$. To simplify the notation we define $\alpha$ as

$$\alpha = \left( \mathcal{K}(D, D) + \sigma_e^2 I_N + Q \right)^{-1} \mathcal{Y}. \quad (25)$$

As observed, $\hat{g}_i$ is dependent on its derivative, and hence an analytical solution does not exist to the resulting equations. Hence, an iterative procedure is proposed here. To this purpose, we first calculate $\alpha$ using standard GP, i.e., from (25) without the derivative term $Q$. Then, the $Q_i$’s are obtained by substituting $\alpha$ into (26). $Q$ would then be computed from (22) and replaced in (25) to find $\alpha$. This procedure
is repeated until it converges to the best estimation of the system output through estimating the coefficient functions of the LPV model. The measure of the fitness along with more technical details are explained later in this section.

After calculating the derivatives, substituting them in (19) and defining $\mathcal{P} = \{\tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_N\}$, we obtain

$$Q_i(n, n) = x_i(n)\alpha^T(2\Delta_n \otimes \kappa^i(\tilde{p}_n, \mathcal{P})^T) W_i^{-1} (2\Delta_n \otimes \kappa^i(\tilde{p}_n, \mathcal{P})^T) \alpha_n(n),$$

(26)

where $\Delta_n$ is defined as $\Delta_n = [\tilde{p}_n - \tilde{p}_1, \tilde{p}_n - \tilde{p}_2, \ldots, \tilde{p}_n - \tilde{p}_N]^T$ and $\kappa^i(\tilde{p}_n, \mathcal{P})$ is a vector defined as

$$\kappa^i(\tilde{p}_n, \mathcal{P}) = [x_i(1)k^i(\tilde{p}_n, \tilde{p}_1), \ldots, x_i(N)k^i(\tilde{p}_n, \tilde{p}_N)].$$

(27)

It should be noted that for calculating the covariance matrix, the coefficient functions are assumed to be mutually independent and hence their associated derivatives are also mutually independent [10]. The added diagonal matrix $\Omega$ to the output noise variance in (20) is a corrective term that compensates for the error in the scheduling variables by taking into account the effect of the gradient of the mean function as a measure of sensitivity to noise-corrupted scheduling variables. Since, the corrective term $\Omega$ needs to be found to calculate the expectation of the LPV model coefficients, an iterative procedure is defined. First, the gradient of the estimated coefficients $g_i(p_k)$ by the standard GP are calculated and substituted in (20). In fact, we find the derivative of the coefficients from the mean function obtained via the standard GP at the training points. The obtained gradient is used to calculate the corrective additive term to update the probability distribution (20). Next, the updated distribution is used to estimate the coefficient functions and system output accordingly. Then, the hyperparameters including the noise variance of $n_p$ scheduling variables and that of the output are tuned through trial and error to maximize the so-called best fit ratio (BFR) defined by

$$\text{BFR} := 100\% \cdot \max \left(1 - \frac{\|y(k) - \tilde{y}(k)\|_2^2}{\|y(k) - \bar{y}\|_2}, 0\right),$$

(28)

which is considered to be the fitness score [11]. In (28), $\tilde{y}$ is the predicted output of the estimated model, $\bar{y}$ is the true output and $\bar{y}$ represents the mean of the true output $y$. Next, the gradient of the estimated posterior mean $g_i(p_k)$ is used to update the corrective term and retrain the process. The procedure is iterative and continues until the maximum BFR is achieved.

Learning with Uncertain Scheduling Variables

The expectation (23) and covariance (24) of the coefficient functions obtained by GP are modified to include the noise contribution in the scheduling variables. To this aim, the expectation of the modified mean and covariance are obtained by integrating over the distribution of the scheduling variables [12]. In the present work, the test points are assumed to be a set of Gaussian distributions, and hence, the integral is analytically tractable. It should be noted that the true scheduling variables are not observable; however, we have access to their distribution $\mathcal{N}(\mathcal{P}^*, \Sigma_p)$, where $\mathcal{P}^*$ is the observed test point [13]. Therefore, the noise-free scheduling variables are assumed to be Gaussian distributed $\bar{\mathcal{P}}^* \sim \mathcal{N}(\mathcal{P}^*, \Sigma_p)$, where $\mathcal{P}^* = \tilde{p}_i^*, i = 1, \ldots, N_s$. According to the given distribution on the scheduling variables, the expectation of the covariance function (18) is obtained as

$$k_i^* (\mathcal{P}^*, \tilde{p}_k) = \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \tilde{p}_k)|\mathcal{P}^*, \Sigma_p]$$

$$= \int_{-\infty}^{\infty} \exp \left( - (\mathcal{P}^* - \tilde{p}_k)^T (\mathcal{W}_i + \Sigma_p)^{-1} (\mathcal{P}^* - \tilde{p}_k) \right) \frac{1}{\sqrt{2\pi\Sigma_p}} \exp \left( - \frac{1}{2} (\mathcal{P}^* - \tilde{p}_k)^T \mathcal{W}_i^{-1} (\mathcal{P}^* - \tilde{p}_k) \right) \frac{1}{\sqrt{2\pi\Sigma_p}} \exp \left( - \frac{1}{2} (\mathcal{P}^* - \tilde{p}_k)^T \mathcal{W}_i^{-1} (\mathcal{P}^* - \tilde{p}_k) \right).$$

(29)

Eventually, we have

$$k_i^* (\mathcal{P}^*, \tilde{p}_k) = \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \tilde{p}_k)|\mathcal{P}^*, \Sigma_p]$$

$$= \int_{-\infty}^{\infty} \exp \left( - (\mathcal{P}^* - \tilde{p}_k)^T (\mathcal{W}_i + \Sigma_p)^{-1} (\mathcal{P}^* - \tilde{p}_k) \right) \frac{1}{\sqrt{2\pi\Sigma_p}} \exp \left( - \frac{1}{2} (\mathcal{P}^* - \tilde{p}_k)^T \mathcal{W}_i^{-1} (\mathcal{P}^* - \tilde{p}_k) \right).$$

(30)

The expected value of the LPV model coefficients given the observed scheduling variables is obtained from (20) and (29) as

$$\mathbb{E}_{\bar{\mathcal{P}}} [g_i(\bar{\mathcal{P}}^*) | (\mathcal{P}^*, \mathcal{D})] = \mathbb{E}_{\bar{\mathcal{P}}} [g_i(\bar{\mathcal{P}}^*)] + \mathbb{E}_{\bar{\mathcal{P}}} [g_i(\bar{\mathcal{P}}^*) - \mathbb{E}_{\bar{\mathcal{P}}} [g_i(\bar{\mathcal{P}}^*)] | (\mathcal{P}^*, \mathcal{D})].$$

(31)

The covariance and mean are calculated from the distribution described by (20). Then, the total covariance law is implemented (see [14]), where

$$\text{Cov}[g_i(\bar{\mathcal{P}}^*) | (\mathcal{P}^*, \mathcal{D})] = \mathbb{E}_{\bar{\mathcal{P}}} [\text{Cov}[g_i(\bar{\mathcal{P}}^*) | (\mathcal{P}^*, \mathcal{D})]] + \text{Cov}_{\bar{\mathcal{P}}} [g_i(\bar{\mathcal{P}}^*)].$$

(32)

After substituting the predictive mean in (33), the predictive covariance function for a given test point $\mathcal{P}^*$ is obtained as

$$\text{Cov}[g_i(\bar{\mathcal{P}}^*) | (\mathcal{P}^*, \mathcal{D})] = \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \mathcal{P}^*)]$$

$$- \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \mathcal{D})^T (\mathcal{K}(\mathcal{D}, \mathcal{D}) + \sigma_e^2 I_N + \mathcal{D})^{-1} k_i^*(\mathcal{D}, \tilde{p}_k)]$$

$$+ \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \mathcal{D})^T (\mathcal{K}(\mathcal{D}, \mathcal{D}) + \sigma_e^2 I_N + \mathcal{D})^{-1} \mathcal{Y}]^T$$

$$\mathcal{K}(\mathcal{D}, \mathcal{D}) + \sigma_e^2 I_N + \mathcal{D}^{-1} k_i^*(\mathcal{D}, \tilde{p}_k)]$$

$$- \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \mathcal{D})^T (\mathcal{K}(\mathcal{D}, \mathcal{D}) + \sigma_e^2 I_N + \mathcal{D})^{-1} \mathcal{Y}]$$

$$\times \mathbb{E}_{\bar{\mathcal{P}}} [k_i^* (\bar{\mathcal{P}}^*, \mathcal{D})^T (\mathcal{K}(\mathcal{D}, \mathcal{D}) + \sigma_e^2 I_N + \mathcal{D})^{-1} \mathcal{Y}].$$

(34)
This can be rewritten in the following form

\[ \text{Cov}[g_i(P^*)] = \lambda_i - \sum_{n=1}^{N} \sum_{m=1}^{N} S_{mn}E_P.[\kappa(P^*, D_m)\kappa(D_n, P^*)] + \gamma^2 SE_P.[\kappa(P^*, D)\kappa(P^*, D)] S\gamma - g_i(P^*)^2, \]  

(35)

where

\[ S = (K(\mathcal{D}; \mathcal{D}) + \sigma_e^2 I_N + \Theta)^{-1}, \]  

(36)

and

\[ E_P.[\kappa(P^*, D)\kappa(P^*, D)] = \int_{-\infty}^{+\infty} \kappa_i(P^*, D) \kappa_i(P^*, D)^\top P(P^*|\mathcal{D}, \Sigma_p) dP^*. \]  

(37)

The integration over the given distribution leads to the following expression for the corresponding elements of (37)

\[ E_P.[\kappa_i(P^*, D)\kappa_i(P^*, D)]_{m,n} = \lambda_i |2W_i^{-1}\Sigma_p + I|^{-\frac{1}{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} x_i(m)k_i(P^*, D_m)x_j(n)k_i(P^*, D_n) \times \exp \left( - (P^* - \tilde{p}_m + \tilde{p}_n)^\top (W_i + \frac{1}{2}W_i\Sigma_p^{-1}W_i)^{-1} (P^* - \tilde{p}_m + \tilde{p}_n) \right). \]  

(38)

Substituting (38) back into (35), the predictive covariance of the LPV model coefficients is obtained. Therefore, (31) together with (35) form the basis for one-step ahead prediction of the system output by the obtained predictive distribution over the given uncertain scheduling variables.

### A. Example

An LPV system described by a finite impulse response (FIR) model and a nonlinear dynamic dependency on the scheduling variables is considered here. The model is described as

\[ y(k) = \sum_{i=0}^{2} b_i(p_k-i)u(k-i) + e_0(k), \]  

(39)

\[ b_0(p_k) = -\exp(-p_k), \quad b_1(p_k-1) = 1 + p_k-1, \]

\[ b_2(p_k-2) = \tan^{-1}(p_k-2), \]

where \( e_0 \) is a zero mean stochastic noise process with a Gaussian distribution \( \mathcal{N}(0, \sigma_e^2) \), \( \sigma = 0.05 \). The scheduling variable is generated by \( p_k = \sin(\frac{\pi}{10}k) \) and an additive noise \( e_p \) with a Gaussian distribution \( \mathcal{N}(0, \Sigma_p) \), \( \Sigma_p = 0.1 \) is simulated to corrupt the scheduling variable resulting in \( \tilde{p}_k = p_k + e_p(k) \). A data set \( \mathcal{D} = \{ \tilde{p}_k, y(k), u(k) \}_{k=1}^{N} \) with \( N = 400 \) snapshots is collected from the system (39) by considering a periodic input \( u(k) \) as

\[ u(k) = \begin{cases} 1 & \text{if} \quad k = 1 \\ 0 & \text{if} \quad k = 2, 3. \end{cases} \]  

(40)

As mentioned before, the training data set contains the noise corrupted scheduling variables and noisy output as the measurement data. The robustness of the proposed approach to the noise in variables is examined here and the results are compared to the standard GP. The hyperparameters including the RBF kernel parameters are obtained through the training process as \( \mathcal{W}_1 = 1.17, \quad \mathcal{W}_2 = 1.17, \quad \mathcal{W}_3 = 1.17 \) and \( \lambda_1 = 1.2, \quad \lambda_2 = 4.5, \quad \lambda_3 = 5.6 \); the output and scheduling variable’s noise variance are also estimated as \( \sigma_e = 0.048 \) and \( \Sigma_p = 0.98 \), respectively. The estimated variance from previous step is used to slightly reduce the noise on the measured scheduling signal. Moreover, the evaluated covariance function for every coefficient using the proposed method and the standard GP are shown in Figures 1 and 2, respectively. As observed from the figures, the proposed approach estimates the LPV coefficients with a higher BFR in compared to the standard GP-based LPV model identification developed in [15]. It should be mentioned that to calculate the BFR, the estimated and true coefficient functions \( \hat{g}_i \) and \( g_i \) are used instead of the \( \hat{y} \) and \( y \) in (28). The proposed approach...
This paper can effectively provide an accurate estimation of the uncertainties in data through more accurate formulation of the noise effect on the LPV model coefficients compared to the standard GP. The results indicate that the proposed method gives a more accurate estimation of the LPV model coefficient functions in the presence of both noisy measurement outputs and erroneous scheduling variables. The simulation results demonstrate that the proposed approach can effectively cope with uncertainties in the scheduling variables.

### V. Concluding Remarks

A new system identification approach for input-output LPV models is presented in this paper based on Gaussian Process (GP) to compensate for the errors in the scheduling variables. The proposed approach uses a linear approximation to capture the effect of scheduling variables noise on the evaluated coefficient functions on the observed scheduling variables. This leads to acquiring a better understanding of the uncertainties in data through more accurate formulation of the noise effect on the LPV model coefficients compared to the standard GP. The results indicate that the proposed method gives a more accurate estimation of the LPV model coefficient functions in the presence of both noisy measurement outputs and erroneous scheduling variables. The
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